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Recipe1M dataset

Proposed by Salvador et al. at CVPR 2017
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Dataset composed of pairs image-recipe
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Task 1: Image to Recipe retrieval
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Task 2: Recipe to Image retrieval
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Architecture — learning to align with a similarity loss
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Challenge – part 1

Challenge: What is the distance between... ?

It’s easier to find distances between numbers than between images
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Challenge – part 1

Challenge: What is the distance between... ?

x1 x2 x3 x4 x5 x6

x1 x2 x3 x4 x5 x6
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Pairwise/contrastive

x1 x2 x3 x4 x5 x6

x1 x2 x3 x4 x5 x6

Trained on the paired data {(xi , xj , yi ,j)}, with the cost function

yi ,jD
2
i ,j + (1− yi ,j)[α− Di ,j ]

2
+

yi ,j ∈ {0, 1}, Di ,j = ||f (xi )− f (xj)||2, [·]+ = max(0, ·)

[�] Approaches positive pairs and distances negative pairs by α;

[�] Forces positive examples to have distance 0;

[�] (...) Other problems, lets just agree it’s not optimal.
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Challenge – part 2

Challenge: What is the distance between... ?

x1 x2 x3 x4 x5 x6

x1 x2 x3 x4 x5 x6
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Triplet
x1 x2 x3 x4 x5 x6

x1 x2 x3 x4 x5 x6

Trained on {(xa, xp, xn)}, with the cost function

[D2
ia,ip − D2

ia,in + α]+

[�] Approaches positive examples and distances negative examples;

[�] Pushes away the negative example and closer the positive
example if the negative one is inside D2

ia,ip + α;
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Problem-driven proposal
Micael Carvalho?, Rémi Cadène?,

David Picard, Nicolas Thome, and Matthieu Cord
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Semantic loss

Semantic-based loss Lsem added to organize the feature space. Its
triplets are constructed with respect to the class of each sample,

instead of their instance information.
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Total loss

Ltotal = Lins + λLsem

Lins and Lsem are triplet-based losses:

`tri (θ, xq, xp, xn) = [d(xq, xp) + α− d(xq, xn)]+

The problem is symmetrical in modalities:
(Q,Pq,Nq) ∈ (V, T , T ) or (Q,Pq,Nq) ∈ (T ,V,V).
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Qualitative studies - t-SNE

(a) Triplet (b) Ours

Figure 1: t-SNE visualization. Image (resp. Recipe) points are denoted
with the + (resp. •) symbol. Matching pairs are connected with a trace.
Blue points are associated to the cupcake class, orange to hamburger,
pink to green beans, green to pork chops, and red to pizza.
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Sampling strategies
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Organizing the space

How to choose which triplets should be used?
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Average triplet mining

To adjust the parameters θ of a network with SGD
θ(t + 1) = θ(t)− ηδ, the update term δ can be calculated as

follows:

δavg =
∑
xq∈Q

( ∑
xp∈PB

q,v

∑
xn∈NB

q,v

∇`tri (θ, xq, xp, xn)
|Q| · |NB

q,v | · |PB
q,v |

+
∑

xp∈PB
q,s

∑
xn∈NB

q,s

λ
∇`sem(θ, xq, xp, xn)
|Q| · |NB

q,s | · |PB
q,s |

)

where Q is the ensemble of query items, and PB
q and NB

q are their
crossmodal ensemble of positive and negative matches, respectively
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Hard(est) triplet mining

δmax =
∑
xq∈Q

( ∑
xp∈PB

q,v

max
xn∈NB

q,v

∇`tri (θ, xq, xp, xn)
|Q| · |PB

q,v |

+
∑

xp∈PB
q,s

max
xn∈NB

q,s

λ
∇`sem(θ, xq, xp, xn)
|Q| · |PB

q,s |

)
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Adaptive triplet mining (ours)

δadm =
∑
xq∈Q

( ∑
xp∈PB

q,v

∑
xn∈NB

q,v

∇`tri (θ, xq, xp, xn)
β′r

+
∑

xp∈PB
q,s

∑
xn∈NB

q,s

λ
∇`sem(θ, xq, xp, xn)

β′s

)

with β′r and β′s compensating for uninformative triplets:

β′r =
∑
xq∈Q

∑
xp∈PB

q,v

∑
xn∈NB

q,v

1`tri 6=0

β′s =
∑
xq∈Q

∑
xp∈PB

q,s

∑
xn∈NB

q,s

1`sem 6=0
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State-of-the-art comparison

im2recipe @ 1k recipe2im @ 1k
MedR R@1 R@10 MedR R@1 R@10

CCA [1] 15.7 14.0 43.0 24.8 9.0 35.0
PWC [1] 5.2 24.0 65.0 5.1 25.0 65.0

PWC++ (pairwise, ours) 3.3± 0.4 25.8± 1.6 67.1± 1.4 3.5± 0.5 24.8± 1.1 67.1± 1.2
Ours 1.0± 0.1 39.8± 1.8 77.4± 1.1 1.0± 0.1 40.2± 1.6 78.7± 1.3

im2recipe @ 10k recipe2im @ 10k
MedR R@1 R@10 MedR R@1 R@10

PWC [1] 41.9 - - 39.2 - -
PWC++ (pairwise, ours) 34.6± 1.0 7.6± 0.2 30.3± 0.4 35.0± 0.9 6.8± 0.2 28.8± 0.3

Ours 13.2± 0.4 14.9± 0.3 45.2± 0.2 12.2± 0.4 14.8± 0.3 46.1± 0.3

Table 1: State-of-the-art comparison. MedR means Median Rank
(lower is better). R@K means Recall at K (between 0% and 100%, higher
is better). The mean and std values over 10 (resp. 5) bags of 1k (resp.
10k) pairs each are reported for the top (resp. bottom) table.

[1] Salvador et al., “Learning Cross-modal Embeddings for Cooking Recipes and Food Images,” CVPR’17.
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Qualitative studies - Visualization

Figure 2: Recipe-to-images visualization. For each recipe, we have the
top row, indicating the top 5 images retrieved by our model for a given
recipe query, and the bottom row, indicating the top 5 images by the
triplet loss for the same recipe. In cyan, the matching image. In blue,
images belonging to the same class than the recipe. In red, images
belonging to a different class.
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Qualitative studies - Visualization

Figure 3: Recipe-to-images visualization. For each recipe, we have the
top row, indicating the top 5 images retrieved by our model for a given
recipe query, and the bottom row, indicating the top 5 images by the
triplet loss for the same recipe. In cyan, the matching image. In blue,
images belonging to the same class than the recipe. In red, images
belonging to a different class.
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Thank you

Micael Carvalho

micael.carvalho@lip6.fr

micaelcarvalho.com
Laboratoire d’Informatique de Paris 6; Sorbonne Universités, UPMC, Paris, France
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